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Along with about 85 others, I attended the annual Flight Test Safety Workshop in Atlantic City, NJ.  A complete list of attendees and their email addresses is available.   Other BCA Seattle attendees were:

Capt. John Cashman, Director – Flight Crew Operations, Chief Pilot


Capt. Vern Jeremica , Production Flight Crew Operations


Juan Gonzalez, Flight Test Engineering Analysis – Stability & Controls 

Paul Bolds-Moorehead, – Stability & Controls Engineering   
Vern and Juan co-presented a paper on a lessons learned experience from a 777-300ER lateral sideslip test incident, which was very appropriate for this FTWS and was well received and appreciated by the audience.   The FTSW brings together a community of flight testers from varied backgrounds, and was successful in accomplishing a meaningful exchange of ideas, discussions, and presentations.   Thanks to Tom Roberts, Naval Test Wing - Atlantic, and the many others who contributed their hard work in putting together the workshop.  The 2007 Flight Test Safety Workshop will be held in San Diego, CA.      

I’ve selectively summarized each presentation, in hopes of capturing and conveying the message of each presenter for whomever reads this report.   These conferences are an excellent way to learn more from the whole of the flight test community, and always result in attendees having learned new things, and being able to come back to their home bases with the attitude that their participation counts in maintaining and improving flight test safety in their own organization.  If anyone doesn’t understand that last comment, I encourage you to attend in the future, and even consider being a presenter.   
The actual presentations will be posted on the FTSC website http://www.flighttestsafety.org/workshops.html  in the near future.
One disclaimer for this report – where I offer or inject my opinions on certain matters, those are just my opinions, and not necessarily the only view.  I welcome any questions, comments, or corrections.   
Day 1, May 2nd, 2006 – 

Special Workshop “Threat & Error Management for Flight Test”






Capt. Don Gunther






Senior Director, Safety and Regulatory Compliance 






Continental Airlines

Capt. Gunther hosted an excellent interactive workshop.  He was an invited guest speaker to BCA Flight Test for one of our Quarterly Safety Meetings in 2004 and also addressed this topic at that time.
The presentation started with some history of CRM, and hull loss statistics.   The data shows that industry efforts to reduce hull losses has been effective, citing TCAS, Windshear alerting, and EGPWS as some examples of that.    Technology can help solve many problems and manage threats.    However, Pilot Error can also be a contributing factor to incidents, accidents, and hull losses, so that leads to the question of how we can address and manage the threat of human errors.   The statement was made that ‘pilot error occurs every day on every flight, but good crews manage that threat’.   Threat is not necessarily a bad thing, or something that can be completely avoided…but it is something that needs to be recognized and managed.
In the airline industry, it’s estimated that 95% of the errors that occur actually go unreported.   Capt. Gunther and Continental are big proponents of ‘data driven safety’ (proactive) (as opposed to ‘event driven safety’ (reactive)).   The importance of communicating errors and enabling the flow of this type of information is critical.   If the news (data) is valued and communication is protected, then there is a real chance the upward flow of information will be acted upon to prevent a problem.   Capt. Gunther’s experiences at Continental in conducting LOSA’s (Line Operational Safety Audits), FOQA’s (Flight Operations Quality Assessments) and other data collection methods indicate measurable improvements in safety and error reduction.  Continental LOSA/FOQA data has shown a 70% reduction in checklist errors and a 60% reduction in unstable approaches between 1996 and 2000, due in part to the LOSA/FOQA programs, and also Threat and Error Management and CRM Training. A key point he made was that the Leadership need to be ‘on-board’ with the promotion of the idea that safety is a strategic value, and that without top-down support from management, safety programs won’t work.
A chart that listed common threats that can lead to crew errors was presented.  Ever present influences in the world of flight test….do these sound familiar?

	Distractions
	Passenger Events
	ATC
	Terrain
	Similar Call Sign

	System Malfunction
	Flight Diversion
	Time Pressures
	Cabin Crew
	Weather

	Maintenance/Ground Crew
	Traffic
	Unfamiliar Airport
	Automation Event
	Missed Approach


The discussion centered on threat management and strategies to reduce the number of errors that may occur.   Terminology:

Error – Action or Inaction by flight crew (or test crew) that leads to deviation from intention or expectation

Error Management – Actions taken to deal with errors.
Threat Management is managing your future, while error management is managing your past.
Not every error will necessarily have a consequence.

Error resistance strategies include:

Planning/Briefing

Checklists

Automation

Technology (GPWS, TCAS, ATC)

Design

Error resolution strategies include:


Experience


Team Work   (all CRM)


Leadership


Proficiency


Vigilance


Assertiveness


Monitoring and Crosschecking


Decision making


Situational Awareness


Discipline

The NASA guidelines emphasize monitoring and cross-checking, positively delegating who is the PF and who is the PNF (also referred to as the Pilot Monitoring (PM), and recognize that the PM is as important as the PF.   PF should not become involved in secondary tasks.   When in doubt, you must express…(not just ‘hinting and hoping’).  Detractors from the PM function are often boredom, fatigue, and complacency.   Something that was emphasized many times in this workshop was the policy to verbalize, verify, and monitor.
The workshop took a close look at the case-study of AA1420 accident that occurred in Little Rock, Arkansas, June 1st 1999.   We watched a National Geographic video recapping the events.   A number of factors in that accident were cited:
Running Late (schedule pressure)

Deteriorating Weather at destination

Crew thought they could beat the storms

100nm from destination, Tower Winds were reported as 280/28G44 (landing was to be on 22)
Runway change to 04 added a 10 minute delay and storm was centered directly over the field

Lost visual contact with the runway, RVR deteriorated below minimums but crew pressed on

Missed Arming Spoilers on Checklist due to distractions

Didn’t manually deploy spoilers after touchdown

Lost control after touchdown hydroplaning on runway

We did a group exercise to identify all the threats and errors that were noted in the video.
We also reviewed the (Professor James) Reasons ‘Swiss Cheese Model’ and applied it to the AA1420 accident and other incidents.   In short, the Reasons Model shows how different layers of protection can prevent holes from aligning to allow errors to pass all the way through.   


Organization(Workplace(Team or individuals(Defenses & Safeguards

From a threat and error management standpoint, these protections still need to be supplemented with resistance and resolution strategies to help ensure no errors get though.

We watched a very interesting video that was a test of our observation skills.   Two groups of 3 people (black shirts vs. white shirts) were bouncing balls, and we were instructed to watch the video and count how many times the people in the white shirts bounced the ball.  The video lasted about 30-40 seconds, and the people were moving around, so it was difficult to keep track.    Then we were asked how many times the white shirt team bounced the ball….most people got it right, but some didn’t.   Then we were asked how many people saw the gorilla.   About 95% didn’t.   When we replayed the video it was clear that a gorilla had entered from stage right, walked right through the group, paused in the middle and stared at the camera, then exited stage left.  The gorilla was in the scene a good 10 seconds or more.   The reason why so many people did not even see the gorilla was because they were ‘setup’, and so focused on the operation that they didn’t see the threat.  It was a good exercise in overall situational awareness.
We discussed attributes of decision making, both strategic and tactical.  We also reviewed the qualities inherent with leadership skills.

All in all, the Threat and Error Management Workshop was a good exercise and Capt. Gunther is an excellent speaker and an expert on this topic.
Day 2 – May 3rd, 2006

‘Effective Integrated Test Teams and Test Safety Management’

Navy CAPT. Dean Peters was the keynote speaker.
In this high level overview presentation, some 21 different programs were mentioned.

Some of the common themes that contribute to dysfunction were noted to be


Aggressive Schedules


Test Plan Philosophy differences (Govt vs. Contractor & Contractor Pilots)


Integrated Test Team Procedures


Test Pilot Expectations

Some of the noteworthy components in the Navy’s plan for effectiveness included

Prioritize Flights and Data Points early


Don’t plan to fly 7 days/week


Formalize relationships and expectations


Expect the unexpected (an attitude thing)


‘Over-communicate’

Some of the keypoints from Capt. Peters’ speech were

· Safety needs to be engrained in all aspects of the test team and test operations

· The Navy Flight Test Community is a leader in engraining the safety attitude

· Effective = Efficient + Safe

777 Lateral Sideslip Test Incident Lesson Learned – 

Capt. Vern Jeremica Boeing Flight Crew Operations / 
Juan D. Gonzalez – Boeing Flight Test Engineering Analysis, Stability & Controls Group
Juan and Vern presented an overview and summary for the WD501 flight test incident that happened in 2003 during a Flaps 30, Gear Down, Vfe-5 (175kts), 12,000 ft. full pedal sideslip test point.    The incident was presented both in the absolute technical detail reference as well as from the perspective of threat and error management.   The presentation was augmented with data, actual cockpit video, and Flight Viz simulation using flight test data.   Juan and Vern plan do this presentation again at the July 06 Quarterly Safety Meeting for BCA Flight Test, if not sooner.    In case you are unaware of the details, I’ll try to do a brief summary here.   Recognize that the pitch and the authors are better resources for the details.
Events:

During a full pedal side slip to one direction, an air data fault associated with stalling the pitot occurred.   This fault results in a status message, but the airplane remains in the 777 flight controls NORMAL mode, and then is just one additional air data fault from a mode reversion to SECONDARY mode, a mode with less envelope protection, and a slightly different/shifted rudder ratio schedule.  When the sideslip was performed in the opposite direction, a second pitot stall situation caused the Primary Flight Control system logic to declare the air data invalid, and reverted to secondary mode (because now two of the three air data sources were declared invalid).  
[The PFCS logic compares the three pitot sources to declare them each valid.  If a mis-compare (by some tolerance) is detected, and persists for greater than 10 seconds, the suspect air data source is voted out, and a fault it set.  The PFCS Normal mode is tolerant of one such fault.   If a second air data fault is set by virtue of a subsequent mis-compare between the remaining two sources, the PFCS logic then determines that it cannot rely on the air data sources and provide full envelope protection, so it reverts to a ‘Secondary’ mode, and each side (Pilot and Co-Pilot) then get their own respective air data sources on their displays, and some levels of envelope protection are no longer enabled, including flap load relief.  An additional artifact of Secondary mode is a different Rudder Ratio Schedule.  Both of these Secondary Mode effects became significant factors in this incident.] 

With full rudder pedal in, the difference in rudder deflection between the normal mode rudder ratio changer rudder position and the secondary mode position is about 4 degrees at that speed.  This caused a rudder surface kick that resulted in a significant roll to about 80 deg. (uncommanded by the pilot, because the pilot already had full rudder in).   Leading up to this event, during the progression to full pedal, as the production pitot data became inaccurate at larger sideslip angles, the indicated airspeed in the production airspeed system was fell off significantly.  In response, the pilot started chasing (erroneous) production airspeed indications by lowering the nose to attempt to stay at the prescribed Vfe-5 speed for this condition.   Computed flight test airspeed indication provided by FT Shielded Pitot and Co-Pilots static was available on the LADS flight deck display, but was not being monitored, and neither the flight crew, test director, nor the Analysis engineers noted the significant airspeed split during the large sideslip angles.   Lowering the nose to attempt to regain speed (that was thought to have decreased), the production airspeed system still indicated further decline in airspeed (when it was actually increasing significantly per the FT data indications to above flap placard speeds).   The data presented clearly shows a divergence in airspeed indications between the production system and the FT system.  During this acceleration and increasing sideslip, the reversion to PFCS Secondary mode occurred, and flap load relief (overspeed protection) was lost.  The pilot maintained control through the upset, but required approximately 3000 ft in recovery, pulled to the flaps down g-limit, and also had a significant overspeed on the flaps.
Threats:

Complacency was a factor in this incident.  This test had been conducted multiple times uneventfully.  It had also experienced a reversion to secondary mode about 10 years earlier, but that too ended up being uneventful because the flight crew was monitoring the flight test airspeed, and the reaction to the increased rudder deflection was better. There was incomplete test preparation, and the Pre-test Briefing lacked a review of this potential, and did not emphasize data monitoring assignments between flight crew and test team monitoring data on ADAMS.    The design and potential drop into secondary mode were known issues.  Another threat was a change in the test plan.   The primary plan for the day was take-off performance testing, but that was scrubbed due to weather, so a secondary plan of up & away stability and controls testing was flown instead.  This involved a crew change, and the crew was already somewhat overworked as the remote to KEDW has already extended far beyond original plans.  Although the pilot flying was a highly experienced pilot, he had less experience in flying this particular maneuver on this particular airplane type.   
Errors:

The test briefing should have reminded the pilot or PNF or Test Director or Analysis Engineer to cross check production system airspeed indication with flight test airspeed indication.   Analysis Flight Test Engineer should have been monitoring the PFCS health and air data valid timer logic.  The test team had the collective knowledge and understanding that once any one of the three pitot inputs is flagged as suspect by a comparator routine within the PFCS, there is a 10 second timer that starts, and if the discrepancy persists for more than 10 seconds, that air data source is voted out.   The first time this happens, a status message is set (but that’s a latched and unresettable message while airborne, and because it’s only a STATUS message, the crew does not see it unless they select and recall STATUS, which they are not required to do per training as STATUS messages set while airborne do not require any crew action).    Better CRM could have communicated the impending situation, or prevented the air data fault from latching in the first place (by monitoring the timer status and commanding a return to zero sideslip prior to the first message latching).  The pilot removed the wheel inputs immediately when the rudder kick happened, and removed most of the rudder command (but not all).   Understandably, he would have been surprised by the rudder kick and ensuing roll because it did not occur in response to any commands he had made.  This explains a delay in fully removing the rudder, but the rudder command left in also explains the degree to which the roll-off was allowed to occur.
Lessons Learned:
777 Test Plans for this condition now include a monitoring requirement in writing to remind the test team of this critical issue.

Mitigating Risk at the Edge of the Envelope: 46 TW Basic Aircraft Limit Test Procedures
Capt. Benjamin E. George, 40th FLTS, Eglin AFB  

(Maj. Wickert was unable to attend)

In this presentation, Capt. George explained his involvement in a Process Action Team that effectively eliminated an (undue) test point on the F16C program.  The test point in question was an 800kt Loads Test Point, and had resulted in a structural failure of the rudder and flaperon on F16C#83.   The process action team’s charter was to examine and review tests to identify best practices and minimize risks.   In this effort, the team worked to 

Eliminate unnecessary test requirements


Modify the design to reduce the number of test points


Minimize exposure by making the testing as safe and as efficient as possible

The PAT examined compatibility flight profiles between Mil-Hdbk 244a and Mil-Hdbk-1763.
The Process Action Team focused on questioning requirements, explaining the risks related to the test requirements definition people, and working to eliminate test points when applicable (i.e. the test point wasn’t really necessary).  In the specific case of the 800kt loads test point, there was a history of resulting in structural damage, and it was determined that the test point wasn’t really required for what they were trying to do, and performing it only caused unnecessary exposure. 

Decision Making in a High Risk Environment

Lt. Col Art Tomassetti, Commanding Officer, Air Test & Evaluation Squadron 23

Lt. Col Tomassetti has a unique ability to convey important topic material into a meaningful message with his presentations, which are made up primarily of just pictures and very few, if any, words.   He finds the right pictures to convey the message, and does a masterful job of leading a discussion of factors pertinent to the topic.

In this presentation, the focus was on decision making, using a progressive series of pictures pertaining to something everyone (in any profession) can relate to…pictures of traffic situations, and applies the theories to our flight test environment.   I obtained a copy of his presentation, and plan to re-present it at Boeing, but I will be challenged to do that as well as Lt. Col Tomassetti does.

He discussed elements of decision making in a high risk environment such as
Rational Choice Approach

· There is time allowed to consider the choices

· Information is available
· There are clear choices to make

· There are steps involved in making the choices

· There is an analytical breakdown involved in making the decision

Crew Resource Management Approach

· Capitalizes on Group Situational Awareness

· Capitalizes on Group Communication of best information available

· Leads to proper decision making

Recognition Prime Decision Making  (as was the case in the Traffic Light Scenario)
· Relies on experience

· Makes selection and course of action easier you have seen it or done it before

In his presentation, Lt. Col Tomassetti points out that TIME is a key factor that makes something a high risk decision.   Another significant contributing factor is UNCERTAINTY (how long has that light been yellow?).   It’s pointed out that we can learn a lot through training, during which we can develop a feel and understanding that aids us in decision making.  A change in environment can make a difference in the decision that needs to be made, and in the outcome of that decision.   Examples of this include:

· Weather

· Traffic

· Speed

· Situational Awareness (ahead and behind)

· Lessons Learned
Each of these factors may affect the method and approach we use in making our decisions.   It is incumbent upon us to assimilate all of the available information and make the right decisions.   This information can come from a variety of sources:

· Training and experience are also big contributing factors to decision making in a high risk environment.   Simulators help build a knowledge base to make correct time critical recognition prime type decisions.  
· The control room and preflight briefing help build a greater group situational awareness.
· Procedures

Procedures can include immediate action procedures (memory items, or quick reference handbook actions).  We typically train for worst case scenarios, and this helps recognition prime decisions.
Additionally, Lt. Col Tomassetti mentioned that there is a variety of desktop software available to help as training aids.  I highly recommend reviewing this presentation, it was excellent!

FAA Accident Lessons Learned Course

Mr. John Hed, Flight Test Branch, FAA – Seattle ACO

In this presentation Mr.Hed reviewed a new FAA training course that profiles lessons learned from (strictly) civil aviation accidents.   Much of the data in this training course is sourced from NTSB accident reports, but in addition to that core information, there is the added perspective of lessons learned.

The course can be viewed at 

www.ifairworthy.cps.org   or

http://faalessons.workforceconnect.org/
John pointed out that as an industry, we spend far less time training and analyzing ‘unsafe’ conditions.   Training is a challenge in this area because the information sources are vast and dynamic, but the FAA is making a concerted effort to focus on some of these accidents and compile lessons learned and offer the results of that focus in this training course.   This course is intended to supplement the transference of knowledge and experience that goes on through on-the-job training, and it attempts to supplement the ‘raw & factual’ data from NTSB reports with an overview of the lessons learned associated with selected accidents that are part of the course.

“Flight Test Lessons Learned – Loss of an X-31”

Mr. Bart Henwood, Aviation Safety Manager – NASA/DFRC

In this presentation Mr. Bart Henwood played a NASA video that profiled the X-31 accident from January 1995 at EAFB, CA.   NASA spend $30K of its own funds to produce this video.    It's about 35 minutes long, and probably the best video I've ever seen in terms of both scrutinizing an accident to understand where the breakdowns (links in the chain) were, and to hear from those involved recalling events and relating on the concepts of how every detail matters.  Ideals emphasized were:

· There is no room for complacency

· Each individual needs to understand that and feel responsible for preparing properly

· Configuration tracking and thorough briefings are critical

· Communicating clearly and maintaining good CRM, and voicing concerns is imperative

· You might be a link in the chain, so what you do matters.

Yes, we know these things and I appreciate that individually most of us have knowledge and experiences that remind us of these ideals.   This video does an outstanding job of capturing all these concepts at once, relating to a real accident that happened, and helps convey to the viewer a renewed sense of urgency on the importance of these concepts as we go about our daily business in flight testing new airplanes.    

The interviews are with:
Rogers Smith  

X-31 Project Pilot

Fred Knox

X-31 Project Pilot

Dana Purifoy

F-18 Chase Pilot

Ken Szalai

NASA Dryden Flight Center Director

Patrick Stolicker
X-31 Lead Flight Controls System Engineer

Gary Trippensee
X-31 International Test Organization Director

John Bosworth
X-31 Chief Engineer

Since Safety/Photo Chase and Ground Video were involved, the video of the actual accident and other inflight events are superior, and included.
In short, some of the errors that were made in this accident scenario were that the pilot had enabled pitot heat for the new pitot boom, when the pitot heat was in fact not connected.  The pitot heat switch was not placarded as inoperative.  The initial TM room communication and recognition of this issue was not immediately transmitted to the pilot.  Email messages were sent on this configuration issue, but that is not a good way to confirm everyone got and understood the message, and it was not reiterated in the preflight briefing.   The program had ‘fall-back’ fixed gain reversion modes to be used in situations like the accident event scenario, but had not ever practiced using them, and had not briefed their potential to be used in the event of unreliable airspeed data.   The chase aircraft was not on the hot-mike net, and did not hear critical conversation between the X-31 pilot and the TM room where airspeed accuracy was being questioned.    When the airplane didn’t respond as expected, it was ‘shrugged off’ despite it not being fully understood.   During testing, and during the RTB leg, cues to pitot icing were missed.   When the Flight control computers received erroneous airspeed inputs, flight control gains changed so drastically that the pilot could not maintain control and had to eject on extremely short notice.
I think you'll agree that this video is well worth the 35 minutes, and I strongly recommend that you prioritize your time to see it.   In the week after I returned from this workshop, we played the video each lunch period and had a total of approximately 150 people attend.   I’ve provided a copies to management, and made the recommendation that this video be a mandatory viewing for each of us in Flight Test.  I have an additional copy that I can loan out upon request.
Free copies of this DVD video can be requested via email at:  joyce.v.lees@nasa.gov.
Day 3-  May 4th, 2006
Test Flight for Naval Force Aircraft

CAPT. Steven Wright, Commanding Officer Air Test and Evaluation Squadron 20

In this presentation Capt Wright offered an overview of the Patuxent River flight test projects that are on-going.   With a great video that profiled many of the varied projects, the presentation also focused on risk mitigation.

The elements of risk mitigation highlighted here were:

· Test Planning

· Test Hazard Analyses

· Safety Checklists

· Training – Aircrew, rehearsals, dry-runs

· Test Conduct

· Knock-it-Off call empowerment to the control room

· The ‘No-Vote’

· Practicing CRM and ORM (Operational Risk Management) principles

· Daily Flight/Status reports

· Leadership Briefs
Capt. Wright also discussed specific examples of some lessons learned in his area of command at Pax River.  One incident was from an RTO where the brake energy was exceeded, causing a fuse-plug melt condition, and another from a tail strike incident.
When Holes Line Up:  The path to a Test Safety Incident

Maj. Mike R. Barker, AETE OIC ME Eval / AIMP DND – Test Team Lead (Canadian Air Force)

This presentation centered around an incident on the Aurora Incremental Modernization Plan (AIMP), an avionics upgrade to the P3.   The crew was comprised of operational test personnel, including the aircraft commander, and a qualified government contractor test pilot as first officer; a qualified FTE Test Director (Maj. Barker) and a contractor support engineer.   The planned test was an EMC HF test of the autopilot and radio altimeters, and it was combined with a night lighting test focusing on the flight display system.  Their briefing was for a day to night transition, taking off in Greenwood, and landing a ~100nm away at Halifax.  The weather at Halifax was worsening, and the glideslope was out of service due to construction and a displace threshold.  Greenwood was forecast to remain VFR conditions all night.   The weather limits for the testing were day IFR, clear of clouds for the testing, and night VFR/VMC.   They performed some autoland approaches while waiting for darkness and discovered that the autopilot was not working in HDG SEL mode.  There was some distraction and focus on possible problems with the EGI’s (Nav GPS position), as the contractor engineer thought the position drift appeared high (compared to previous drift values), yet within its spec limits of 2nm/hr, but the drift rate was climbing.   Because of this issue and the A/P problem in HDG SEL, a decision was made to RTB, but to Halifax, not Greenwood.  The pilots had stored a target waypoint (the fix to Halifax) in case the mission was going to be continued.  This later turned out to be an incorrect waypoint due to a subtle programming error in the FMS interface to the INS.  This was described as being a human factors issue with the display, and when it was used on the approach back into Halifax, they received an FMS scratchpad message “INS Position Uncertain”.  This added to the confusion and caused them to further suspect possible EMI problems, and EGI errors (neither of which were the case).  The VFR conditions were degrading, as was forecast.   They increased their speed for the RTB since their ETA was [night].  When they set up their nav radios for the approach, they heard the tones and got a good localizer signal, and they were #1 for a visual approach.  By the time they reached the final approach fix, a fog bank was moving in, and at about 1000 ft agl, they lost the localizer signal, so they executed a go-around.  During the go-around, discussion of the weather limits contributed to a missed Flap retraction call, and an overspeed of the flaps resulted (227 kts vs. 190 Vfe).  The next weather update called a 300 ft ceiling, so the crew elected to return back to Greenwood.   In the debrief and subsequent investigations, it became much clearer about what really had happened.  The EGI drift was considered normal, and it was only apparently large because it was being compared to previous drift values that happened to be very small.   There was no EMI issue.   The autopilot did have bug, but that wasn’t the reason they lost the LOC on approach.  It turned out that they mis-programmed the NAV radio.  Charlottetown was 109.9 (.---) and Halifax was 110.9 (-.---), on parallel approaches in the near vicinity of each other, so when a transposition error on the tuning was made, it was not noticed because the LOC came alive, and they heard tones, [but they did not specifically perform a positive audio IDENT on the correct localizer.  

Among things that went wrong were CRM and Airmanship, failure to ident, INS programming error, and a missed flap call.   Some contributing factors were ‘get-home-it is’, in-flight analysis resulting in a mis-diagnosed EGI problem, and fear of the unknown (EMI?).   The things that went right were the decision to RTB, the execution of the Go-Around after the LOC signal was lost.

The review of this incident made me think back to what Capt. Gunther mentioned during the Threat and Error Management workshop:  Pilot Error occurs on each and every flight…but good crews manage that error.   I think this was a case of errors that were made, yet managed adequately such that nothing significantly adverse resulted.
NASA Engineering & Safety Center (NESC)

Ken Cameron, Deputy Director of Safety, NASA

Ken stepped up to do a substitute presentation when it was learned that Gregg Chaffee (AFFTC ) could not attend to do his CompAir7 presentation as scheduled.

Ken is a former NASA astronaut, and an excellent speaker.   He outlined several aspects about NASA’s NESC organization, and noted that they rely a lot on experience and engineering judgment.  Their safety philosophy has three main tenets

· Strong In-line system of Checks and Balances

· Healthy Tension

· Value Added Independent Assessment

NESC provides that independent assessment on technical issues for NASA programs and projects.  They also employ the Tiger Team approach, which includes experts from industry, academia, and government.   The Tiger Teams address NASA’s highest risk issues.   Some of the challenges of NESC are putting engineers where the problems are, and staying in touch with the central engineering organizations.   They have ‘super problem resolution teams’ and can tap ready experts to attack troublespots.  They also perform the system engineering function for trending and identification of areas of concern before failures occur…a proactive role.   Ken outlined the NESC organization and role.  84% of the NESC composition is from NASA, but it also includes contributing engineering from the Department of Defense, Universities, Contractors and others.   They can also draw on other resources as required.   Most important to the success of NASA Engineering and Safety Center is support from the top management in NASA.    This ideal holds true in all organizations, and is particularly applicable for flight test safety programs within companies that perform those activities.  Ken described the NESC as an investment in technical excellence and safety.  Obviously NASA senior management understands and sees the value in this investment.   Current NASA projects that NESC has involvement in include SOFIA, HSCT X43, Hubble, Advanced Seal Delivery (in-space in-flight repairs to structural damage) and others.   More information can be obtained at www.NESC.NASA.GOV
‘WIDE RIGHT’ – Precision RVL (Rolling Vertical Landing)

Lt. Col Art Tomassetti

Lt. Col Tomassetti stepped up to do an unscheduled second presentation because we were running ahead of schedule.   His talk, (which included on-board HUD video) focused an incident with an AV86H STOVL that happened at 29 Palms Marine Air Station in California.  The testing was starlight / NVG (Night Vision Goggles) landings at an ‘austere’ field with no lighting (the normal runway lighting and surrounding lighting were all turned off and they only were using portable chemical flares to demark runway boundaries to simulate a landing at an austere site), using the tower, ground observers with laser pointers to identify the landing zone, and a landing safety officer.  The testing was interrupted with a refuel requirement, at which time the tower turned on taxi lights to guide the aircraft to the fuel pit.   After refuel, the taxiway lights were inadvertently left on, and this became a confusing visual cue situation compared with the previous and planned approaches.    Additionally, the LSO with the laser had re-positioned from the briefed location, so his laser pointing cues were now coming from a different direction than expected.   The end result for the next approach was that the AV8, piloted by Lt. Col Tomassetti, almost touched down in-between the runway and the taxiway in a dirt/ditch area and almost hit a lighting tower on the go-around (thanks to a last second ‘Power Power Power’ call from the ground when they realized he was not on the appropriate approach course).  The slides accompanying the presentation showed the subtle changes, and how the inadvertently left on taxiway lights then became confusing to the pilot when mixed with the chemical flare lighting, and created the appearance of an intended landing zone between two sets of edge lights when in-fact that was not the intended landing zone.  Needless to say, it was a near miss situation.  Lt. Col Tomassetti discussed CRM aspects that on the negative side, allowed this incident to occur, but on the positive side, that prevented it from becoming an accident.
‘NASA FT Safety Database Update)

Bart Henwood, NASA/DFRC
Bart gave a web tour of the status of the joint NASA/FAA Flight Test Safety Database project status.   This database is intended to improve the quality of data available on-line, especially with respect to hazard analyses.  The core data in the database are Flight Test Hazards/Hazard Analyses (Organized by Test Disciplines and Maneuver types)

The database does not (will not) contain ITAR data, and is intended to provide meaningful tailored search results.  It is considered a ‘professionals’ database, oriented to the test community, and has a disclaimer protecting its contributors and users from liability.   The vision is to look to knowledge management of this type of information.   In addition to the current web-based portal, future products will include a classic softback (printed version) and PDA compatible versions.

There are four (4) main sections to the database.   

· Hazard Information

· Application data (Test Reports, Videos)

· Reference Data (Definitions, Acronyms, Safety Review Board Data, Concepts)

· Partner and Expert Data

To date, NASA has provided $600K in funding, and the initial core database is to be available on-line in July 2006 (this year).  The FAA is budgeting $165K/year for continuing the effort of collecting data and hosting it to the database, with National Test Pilot School as a prime subcontractor in this effort.   There are about 20 companies that are trying to participate, and most of the entries are FAR Part 25 related.   There are data management user groups, who meet every two weeks on-line, and include people from NASA, FAA (SACO, NY, etc, NTPS and other companies).
The plan for next year is to continue the development, initiate data generation and review for flight test research.   

On the NASA leadership side of this effort, Mr. Henwood emphasized that they have leadership commitment, they are striving for excellence, and their expectation is that people will like the results.

Terry Smith (BAE, Retired) was announced as being this year’s Tony LeVier Flight Test Safety Award Winner for his continued contributions and efforts to flight test safety in his work and through the workshops and the flight test safety committee.  He will receive the award at the SETP Awards Banquet dinner at Disneyland in California this fall.

Also noteworthy was the announcement that long time FTSC Chairman Mark Hussey is stepping down as chairman, and Mr. Thomas Roberts will take over the chairmanship.   Mark was an outstanding leader and spokesman for the Flight Test Safety Committee and was instrumental each year in helping each FTSW be successful.  Mr. Roberts has already established himself as a credible leader in flight test safety committee workshops and activities, and is a perfect choice to carry-on these responsibilities for the committee in the future.   
Parting Comment:

Congratulations if you read this far!   That would be an indicative measure of your interest in the subject of flight test safety.    Another motivation for attending these workshops are the professional networking opportunities, and the interesting events which are planned.   Unfortunately, plans to tour the FAA Technical Center fell through due to Homeland Security issues.   We did have a well attended social gathering during which people had the opportunity to meet others and exchange ideas.    The people who plan these workshops always do a fine job of arranging extra events and opportunities, which are also great incentives for attending and participating.      If you have not attended one of these workshops in the past, I strongly encourage you to do so in the future.   See you in San Diego next year!
5/4/06
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