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X Dead in Y Accidents since 2011? 
In January 2019, the headline pictured here appeared 
in the Flight Test Safety Fact, and the story reported 
on data shared by Tom Huff in his Chairman’s report 
to the SETP Annual Symposium the previous year. 
Additionally, a repository with the data was created on 
github.  In 2020, the Flight Test Safety Committee 
published the David Houle Flight Test Accident 
Archive.  Fast forward to January 2024 when Hunter 
Bloch emailed the FTSF with several updates that 
need to be added to the repository and the Houle 
Archive.  That email started a year long 
correspondence, a conversation at the FTSW in 
Seattle, and even a phone call to figure out what’s next 

How do we modernize the David Houle archive, a static collection of pdfs?  How do we incorporate new data from flight test accidents? 
What steps can we take to ensure that the Flight Test Safety Database survives the next technology evolution, and can we crowd source 
THAs in a more efficient way?  Finally, what does a repository on github have to do with all of this?  I don’t know if I can answer all 
of those questions, but before I even attempt to, I’d like to introduce Hunter’s letter to the editor.   

Letter to the Editor              Hunter Bloch 
Building on last month's FTSF, let's talk about Aviation Accident Databases.  These are some great resources that are public, and provide 
a wealth of information that we are free to use to improve the safety of ourselves, our organizations and our designs. The NTSB provides 
a good interactive database which many of you have probably accessed at one point or another (NTSB Aviation Investigations), but did 
you know that nearly every sovereign nation has its own, public, Aviation Accident Database? Here are a list of a few that I have used 
in the past few years: 

• AAIB Publications (UK)
• TSB Investigations (Hungary)
• BFU Abschlussberichte (Germany)
• BEA-É (France)

These resources have so much to teach us... but they are not always easy to comb through.  Many of these databases are not interactive, 
and those that are, do not necessarily provide the capability to filter only Flight Test related accidents. On top of that, these websites are 
not all in our mother language, which can make it difficult for each of us to find the reports which truly add flight test value. Here are a 
few examples of Flight Test Accidents that you may not know about, but I was able to find by talking to people and digging through 
some of these accident databases: 

• Dornier 228-100 fatal accident
• Rapport d'enquête de sécurité C-2022-06-A | Ministère des Armées (defense.gouv.fr)
• AAIB investigation to Piper PA-46-350P (Modified), G-HYZA -

GOV.UK (www.gov.uk)
• NTSB DCA22FA082
• AAIB-29460

There are a few services available that can improve the searchability. The 
Flight Safety Foundation has a fairly comprehensive database listing world 
wide aircraft accidents going back to 1919.  There is metadata in the database 
which can trace to flight test accidents; however, it is a service maintained 
partially by the users, so the metadata is not always up to date and links to 
the applicable documents are not always available or well traced. And then 
there is our Dave Houle Accident database from the Flight Test Safety 
Committee. Dave was able to track and synthesize many Flight Test related 
accidents in his time, but the spreadsheet has fallen out of use since 2011 and 
it also contains primarily content from US accidents, missing out on a wealth 
of learning from across the globe. All of this brings me to my main point. 

Quoting Chia from last month's FTSF, I think this topic is something "we 
should strive to improve going forward".  We should work together to refresh 
and improve the service that Dave Houle started.  I believe two main 
initiatives may be required to complete this.  
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The first is simple but requires support from all of the Flight Test community.  We need submissions about Flight Test Accidents.  Many 
of you may know of one or two Flight Test accidents which have informative content but may not be widely known across the world.  
If these can be submitted, even as a general reference about the airplane, the date, the location, we can start to build out the content of 
our accident information collection.  To me this is where we especially need help from all colleagues from all nations, who may have 
access to other information or be able to better search their local accident archives.  
 
The second initiative is a revamp of the Dave Houle accident archive.  This needs some consideration before it is undertaken, but I 
believe it is necessary if we wish to continue to build upon it. Some possible solutions I have considered my self are: 

• Revamp to a modern spreadsheet stored on the cloud and easily accessible and updatable by Flight Testers. 
• Develop a database system (this could be as easy as utilizing GitHub or as complex as building our own service) for us to use. 
• Contact and partner with a current service provider which is tracking aviation accidents (I think first of the Flight Safety 

Foundation Here).  We could work with them to improve the Metadata and content of their database which in turn could address 
our goal of a searchable collection of Flight Test accidents. 

The right solution may take time to develop, and may not be one of the concepts I listed above, but I believe, as Dave Houle did, that it 
is a worthy project to take on and that it could add value to our community. 
 
Hunter Bloch              hunterbloch@gmail.com 
 

A Tool for Test Teams – The Designated Non-Advocate  
Letter to the Editor                       Mike Rabens 
At the SETP conference in September, I was listening to the excellent presentation “Intellectual Virtue Grounds Sound Safety Culture” 
by John O’Connor, USNTPS Emeritus, and Rob Niewohner, Capt USN (ret) and US Naval Academy Professor. Their presentation was 
a discussion about the role of virtue in high performance teams, specifically high performance flight test teams. It was an excellent and 
thought-provoking presentation. While discussing Virtue and Virtuous behavior, one of their slides simply states that “intellectual Virtue 
provides the greatest leverage we have over intellectual performance.” The comments end with “…and these dispositions [virtues] can 
be learned.”  That got me thinking about a simple and practical way to actually imbue some virtuous behavior into a team. We did this 
on a Navy Pax River team a few years back that I had the pleasure to lead. The following story illustrates the observed problem, and the 
solution.  Admittedly, this one solution is not ground-breaking, but I believe it was innovative and may benefit members of the broader 
flight test community. 
 
The Dedicated Non-Advocate 

a simple concept to ensure all aspects of a problem are discussed and all solutions are examined 
We had a fully Integrated Test Team operating at NAS Patuxent River during an intense program. We were working very hard to 
demonstrate that the Air System was mature enough and capable enough to enter into the next phase of testing.  There was pressure to 
move as quickly as possible (program) and to operate conservatively and safely (squadron).  Pretty normal tension for a DOD flight test 
program.  The team dynamics were generally very good.  We were operating under the leadership of a USN test squadron, and the team 
was composed of personnel with a widely varying set of experiences in flight test.  Due to the personalities involved, which were strong, 
we recognized that there was a high risk of group-think, or perhaps worse, quiet acceptance, of any course of action that leadership (test 
team, squadron, or program) was proposing at any given time.  This was especially true when people started to get fatigued of constantly 
defending their position.  To guard against this, and to ensure that debate was open and robust, we came up with the concept of the 
“Designated Non-Advocate.” This person’s role was to poke holes in the proposed course of action, to be the critical voice in the room, 
to respectfully disagree with the proposed plan in reviews and discussion.  Similar to debate teaching in high school, regardless of the 
person’s personal opinion of the right way/wrong way, their assignment, their duty, was to present the opposing point of view.  In 
execution, we found this to be useful several times, and I recommend that all flight test teams put this in their bag of tricks.  It will 
ensure robust vetting of ideas and plans, a virtue that we should all desire in a healthy team.  
Mike Rabens 
SETP Fellow 
 
 

2025 Flight Test Safety Workshop – Theme Unveiled! 
2025 Flight Test Safety Workshop – 6-7 May 2025 – Greensboro, NC 
 
The Flight Test Safety Committee, a joint committee of SFTE, AIAA, and SETP, is pleased to announce that the North American Flight 
Test Safety Workshop will be held 6-7 May 2025 in Greensboro, NC. 
 

mailto:hunterbloch@gmail.com
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A Tutorial will be held on Tuesday 6 May, followed by a Technical Tour of HondaJet. Technical presentations will be held on 
Wednesday 7 May followed by an Award Dinner where the Dave Houle Best Paper Award, Tony LeVier Flight Test Safety Award and 
our new Flight Test Safety Lifetime Achievement Award will be presented.  
 
Theme Unveiled  
The Tutorial theme for the 2025 Flight Test Safety Workshop will be Brilliance In the Basics which will focus on the foundational 
basics of safe and effective flight testing by reinforcing the critical fundamentals including organizational structure, processes and 
procedures, safety leadership, risk management, and safety culture.  This Tutorial is designed for participants of all experience levels.  
Participants from emerging test organizations should depart the workshop with a stronger understanding of how to build that brilliant 
flight-testing organization that effectively manages risk, safely and productively executes hazardous flight tests, and promotes a safety 
culture that ensures all team members feel empowered to raise concerns. Participants that come from established organizations will not 
only have the opportunity to help mentor and assist those new entrants to flight test, but also will undoubtedly find ideas and fresh 
perspectives that can be applied to further improve their core principles of flight testing. 
 
Hotel Reservation Information: Sheraton Greensboro at Four Seasons (3121 W Gate City Blvd, Greensboro, NC 27407) 
A limited block of rooms is reserved at the group rate of $152.00 per night. Please click HERE to book your room. 
 
This year we have a limited block of rooms reserved at the government rate of $123.00 per night. Please use this link HERE to book 
your room at this rate if you are active duty military, DoD personnel or a U.S. Federal Gov't employee. The appropriate I.D. for 
government rate rooms will be required at the time of check-in.  PLEASE NOTE: The government rooms are very limited and need to 
be available to those who qualify. You are not eligible for this room rate because you are retired military or because your company has 
a federal contract.  Please reserve your room by 6pm EST Friday, 4 April 2025 in order to guarantee these rates. 
 
 

 
 
Save the Date - 4 & 5 November 2025 European Workshop. 
  

https://book.passkey.com/e/50926860
https://book.passkey.com/e/50926900
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Bonus Content 
In the most recent edition of the SETP Cockpit magazine, Matt 
Berggren published an article titled “Avengers or Pre-vengers.”  
Because it’s flight test safety related, and because he uses a two 
by two matrix to organize his thoughts, I asked if we could 
publish it here.  It is attached as a pdf to this newsletter.   

Contact Flight Test Safety Committee 
 

Stuart “Chia” Rogerson, Chairman chairman@flighttestsafety.org 
Susan Bennett, FTSC Administrator susan@setp.org 
Society of Flight Test Engineers edir@sfte.org 
Society of Experimental Test Pilots setp@setp.org 
AIAA Flight Test Group derek.spear@gmail.com 
 
Contact Flight Test Safety Fact 
Mark Jones Jr, Editor                                      mark@flighttestfact.com 
 
Website: flighttestsafety.org  

 

 
 
 

Chia Chat 
I hope you enjoyed this month’s Flight Test Safety Fact.  I was thrilled to see that this edition was driven by letters to the Editor.  Having 
readers engaged in this organization is exciting and shows the FTSF is impacting the readers.  I really appreciate Sandy, Hunter, and 
Mike taking the time to write to the FTSF and start a conversation, because conversations are one of the best ways for us to learn and 
grow in this profession.  I think both topics raised are important to flight test risk management.  First, I have always enjoyed Rob 
Niewohner’s presentations, and the paper Rob and John O’Conner gave last fall at SETP was spot on.  We spend a lot of time coming 
up with elaborate risk mitigations, beautifully crafted THAs and flight test best practices.  Those are all great tools, but they have one 
major flaw; they focus on the known risks.  An intellectually, virtuous flight test crew is a team that will react far better or recognize 
early the unknown risks and that is a magnitude increase in flight test risk management for an organization.  I love the idea of having 
the “Designated Non-Advocate.”  A simple addition that can lead to transformative change. 
 
Hunter’s letter hit a topic that is certainly near and dear to my heart.  We have a wealth of flight test safety information available, but a 
lot of it is not easily accessible or organized in a coherent manner.  Plus, there is a lot more data out there we are missing.  That is one 
of the reasons I started the AI Sub-Committee to see if the FTSC can leverage Large Language Models to help build a better Flight Test 
Safety Database.  Right now, we are just beginning our work, but we have already made a few changes.  If you take a look at the 2024 
FTSW Recordings, you will also find a raw, unedited transcript of the video.  The transcript isn’t perfect, but using our existing resources, 
it was a quick and easy way to create a searchable text for the presentation.  That transcript has also been added to the FTSC web page 
search engine.  Next time you do a key word search, the results may well include a link to the videocast not based solely on the title or 
key words.  We are planning to eventually transcribe all the videocasts on our website so keyword searches will point to more resources 
to answer your question.  This is part of our process of creating curated data that will be eventually fed into the FTSC’s LLM.  And that 
leads me to Hunter’s other point.  Flight Test Accidents are rare, but we need to capture the lessons learned from all for them because 
there is no better source.  Right now, the database is very North American centric, and we need all the international accidents captured 
too.  I echo Hunter’s request to please submit any information you have so we can continue to build that accident database.  And if you 
are interested in participating in the AI Sub-Committee, please reach out to myself or Susan@setp.org. 
 

mailto:mark@flighttestfact.com
http://flighttestsafety.org/
mailto:Susan@setp.org


March 2025 
Flight Test Safety Fact 25-03 
  
 

Hopefully you have seen some of the announcements about the North American FTSW in Greensboro in early May.  I am excited to 
see the Tutorial details are starting to come together.  Between the large numbers of quality papers submitted and the tutorial theme, you 
don’t want to miss this event.  And don’t forget our European FTSW in Trieste in November.  A call for papers for that event will be 
out soon, so please consider submitting.  A workshop is only as good as the presentations. 
 
Last month I talked a little about the new award that the FTSC has created.  The name for that award has been finalized and we will be 
naming it the “Hugh Dryden Flight Test Safety Lifetime Achievement Award”.  There were so many great options put forth and I loved 
reading the amazing careers of the many flight test professionals we could have named this award after.  However, the small sub-
committee we put together to pick the name was somehow able to narrow this impressive list down to Hugh Dryden.  There are many 
great resources that will tell you about Hugh Dryden’s career and why it fits perfectly with flight test safety and lifetime achievements, 
but here is a quick summary using ChatGPT: 
One of the most influential flight test engineers in history who significantly contributed to aviation safety and flight testing is Hugh 
Dryden (1898–1965). Dryden was a pioneering aerospace engineer and administrator who played a crucial role in shaping modern flight 
test methodologies and safety protocols. 
1. Fundamental Research in Aerodynamics 
 a. Dryden's early work at the National Bureau of Standards and later at NACA (the predecessor of NASA) provided critical insight into 
turbulence and boundary-layer effects, directly influencing safer and more stable aircraft designs. 
2. Leadership at NACA & NASA 
 a. As director of NACA, Dryden was a key figure in transitioning it into NASA, ensuring that rigorous flight-testing standards and 
safety measures were at the core of the organization’s operations. 
 b. His work laid the groundwork for controlled supersonic and space flight testing. 
3. Influence on High-Speed and Spaceflight Testing 
 a. Dryden helped establish the High-Speed Flight Research Station at Edwards Air Force Base. 
 b. His leadership guided the X-plane programs, which set critical precedents in flight test safety. 
Why Hugh Dryden Stands Out 
1. Unlike test pilots such as Chuck Yeager or engineers like Kelly Johnson, Dryden’s contributions were foundational in shaping the 
entire flight test field's safety and methodology. His focus on rigorous data collection, structured testing methodologies, and risk 
mitigation helped make flight testing a disciplined, science-driven practice. 
2. Though he never flew the test flights himself, the procedural and safety frameworks Dryden established saved countless lives and 
continue to influence modern aviation and spaceflight testing. Without his influence, the rigorous approach to test engineering that 
ensures aircraft are safe before mass production might not have evolved as effectively. 
 
I am very much looking forward to presenting this award for the first time at the FTSW Dinner in Greensboro as well as the Tony LeVier 
Flight Test Safety Award and I hope you will be able to attend and see it in person too. 
 
Finally, I am sure you have already listened to Turbo’s podcast which has a new title, “On Condition.”  Turbo continues his CRM series, 
a critical skill set for all flight test aircrew.  I do love the new podcast title, since it doesn’t focus on safety.  Yep, you heard me correctly.  
Safety is not our number one priority, but instead getting the mission done is.  We need to get “On Condition” and get the data, or why 
did we even get out of bed this morning?  We just need to get “On Condition” with an acceptable level of risk.  Maybe we can take a 
deep dive on that topic next month! 
 
For now, think critically then fly safe (I mean at an acceptable level of risk)!  Be the most intellectually virtuous flight test crew you can 
be! 
Stuart “Chia” Rogerson  
 
Subscribe to “On Condition: The Flight 
Test Safety Podcast” 
Available on iTunes, Spotify, Podbean, Google Play, and 
Amazon Music: FTSCChannel 
https://flighttestsafety.org/ftsc-news/flight-test-safety-podcast-channel 
https://ftscchannel.podbean.com/ 
Connect with us by joining the LinkedIn Group: “Flight Test 
Safety Committee.” 

Episode 62 – Turbo talks about CRM and uses non-Navy CRM 
acronyms (“nonnavcrmac”).  By that I mean he uses actual 
acronyms where the first letter of each word is used to make up a 
new word, instead of the first two or three letters, which is the 
norm for Department of the Navy acronyms.  What the actual 
heck, anyway, US Navy?   
 
Episode 63 – More CRM with Rod Huete 

  

http://flighttestsafety.org/ftsc-news/flight-test-safety-podcast-channel
https://ftscchannel.podbean.com/
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Remembering Human Error Specialist James Reason 
Jim “Sandy” Sandberg sends this note:  Mark, an interesting tidbit of flight test safety history is attached and at the link below.  The 
article, occasioned by the February 5 passing of Reason, is a chance to reflect on the work of the human factors expert and his 
contribution to safety.  https://aviationweek.com/air-transport/safety-ops-regulation/remembering-human-error-specialist-james-reason 

 
Photo credit: International Federation of Airworthiness, as reproduced by Aviation Week 

 
Sandy sent the full article text, and it is attached to this pdf for your personal use, as pictured here. 
 

 

https://aviationweek.com/air-transport/safety-ops-regulation/remembering-human-error-specialist-james-reason




Avengers or Pre-vengers? 


An Ironman-inspired reflection on risk orientation and action biases in aviation safety 


programs. 


 


Matt Berggren (AF) 


 


Abstract 


This paper explores behavioral psychology’s application to flight test safety, with a focus on 


action and inaction biases. Drawing on the Marvel Cinematic Universe's (MCU) Tony Stark, 


whose action-avoidance approach is emblematic of many safety strategies, the discussion 


integrates concepts from motivation theory—such as approach-orientation versus avoid-


orientation—to evaluate how these biases influence safety outcomes.  By framing the 


analysis within a two-by-two matrix of action/inaction and approach/avoidance, the paper 


examines the strengths and weaknesses of different safety postures.  The analysis 


underscores the complexity of decision-making in aviation safety, advocating for a nuanced 


understanding of human behavior to optimize safety practices and illustrating the 


complexity of decision-making in aviation safety.  The discussion concludes with insights 


into how these psychological constructs can guide more effective safety strategies in flight 


testing and beyond. 


 


Keywords 


Approach-oriented, avoid-oriented, action bias, inaction bias, flight test, safety, Ironman. 







Introduction 


For those who have not watched a movie in the last two decades, the Marvel Cinematic 


Universe has been a theatrical phenomenon.  Ironman, Tony Stark, was at the center of 


it.  In Avengers: Endgame, one of his lines mentions that they were the Avengers, not the 


Pre-vengers, which highlighted his frustration in being unable to prevent the events of the 


previous film.  Fans of the franchise may likely raise an eyebrow to the thought of Tony 


Stark’s perspective on safety (if that thought ever enters the character’s mind) being 


applied to flight test.  While it may seem unconventional to draw on Stark’s character for 


insights into flight test safety, this analogy provides a compelling lens through which to 


examine risk orientation.  Also my other working titles were way too long and my kids are 


big Marvel fans. 


 


I would like to start off by borrowing a few terms from behavioral psychology that I had 


originally heard while listening to podcasts on the drive from Los Angeles up to Edwards 


AFB. 


 


Biases, Motivational Orientation and Flight Test 


Action and inaction biases.   


This is clearly a field of active research psychology, with an evaluation of risky decisions 


being published as recently as 2023 and likely more awaiting publication.  Fillon, Strauch 


and Feldman (2023) discussed their findings in study building upon the work of the action 


effect published by Kahneman and Tversky (1982).  They defined action and inaction in 


terms of cognitive biases or systematic asymmetries in judgements regarding protagonists 







that either acted or not acted when faced with a choice.  For the procedure in their study, 


Fillon, Strauch and Feldman created a situation with a choice of investments brokers with 


varying degrees of historical success.  They went on to elaborate in the findings of this 


particular study that in situations where the outcome was positive, that the pattern of 


inaction was perceived as the more competent.  We can hold that thought for following 


discussion.  They went on to describe that in situations involving negative prior outcomes, 


that taking action is perceived to be more competent than inaction. This aligns very closely 


with how organizations have historically conducted safety investigations and provide 


safety recommendations.  As an interesting aside that may shed light on certain 


programmatic and policy decisions, Fillon, Strauch and Feldman also noted that even if a 


decision-maker made a bad decision but had a prior history of investment that the action 


was perceived as more competent based on honoring sunk costs.  For the purposes of this 


discussion, we will not treat action or inaction as a dichotomous.  Rather, we shall approach 


it as a bimodal distribution.  A strict definition of inaction would not facilitate the rest of the 


discussion.  Additionally, to prevent confusion, we shall treat the terms biases and 


asymmetry in the psychological sense rather than the aeronautical sense.  Although I have 


many fond memories of being an instructor pilot for the F-15 asymmetry mission in the 


USAF Test Pilot School syllabus. 


 


Approach-orientation vs. avoid-orientation.   


In one of his many publications on motivation and achievement goals, Elliot (1999) defined 


approach motivation as “behavior is [sic] instigated or directed by a positive or desirable 


event or possibility, whereas in avoidance motivation, behavior is instigated or directed by 







a negative or undesirable event or possibility.”  So it is easy to imagine the application of 


this paradigm to aviation safety. One wants to encourage safe practices and avoid 


mishaps.  However, these are also not dichotomous.  Anyone who has spent any time in 


aviation can likely bring to mind one or many close calls. 


 


To further the discussion, let us consider the following two by two matrix modeling the 


intersections of each of the aspects of approach/avoid-orientation and action/inaction-


biases (Figure 1). 


 


Figure 1. 


 


Quadrant I, which represents an action-approach posture is characterized by the dominant 


aspects of each of these two behaviors.  Specifically, the action bias is a proactive mindset 







toward safety processes.  As previously described, the approach-orientation seeks to “find 


the goodness.”  The intersection of these heuristics is a resulting mindset of seeking and 


promulgating positive safety behaviors for the sake of mishap prevention.  For illustration 


purposes, I offer a few examples.  The first example is happily drawn from the Society itself 


in the form of symposia and professional publications such as this one.  Both have the 


intended results of promulgating best practices and lessons learned for the benefit of air 


safety and aeronautical advancement as described on the Society’s introduction on the 


website.  Falling also within this quadrant is the test safety process itself.  My perspective is 


admittedly, mostly from a US Air Force perspective as the vast majority of my flight test 


experience has been in service of that Department.  However, my tangential observations 


have been that the test safety process throughout the flight test community writ large are 


similar enough for the purposes of this discussion.  Acknowledging that flight test is an 


inherently risky activity, the test safety processes seek to manage risk through application 


of proven safety measures.  There is, of course, an aspect of test safety relating to avoiding 


undesirable outcomes, however as the overall nature of test safety is proactive, for the sake 


of this discussion test safety is more closely aligned with the rest of quadrant I.  One final 


example presented is the US Federal Aviation Administration (FAA) Wings program.  The 


Wings program is a voluntary pilot proficiency program in which participants complete a 


variety of knowledge activities and flight activities with the stated objective to reduce the 


number of accidents in General Aviation (GA) by assisting airmen to find educational 


opportunities designed to help them apply the principles of risk assessment and risk 


management (AC 61-91J, 2011). 


 







Quadrant II represents the action-avoid posture.  This is probably the posture that most 


individuals associate with safety programs.  It is characterized by something undesirable 


that has already happened and seeks to avoid it again.  This is a posture that is very easy to 


understand and for which the need may be easily communicated.  Certainly no one wants a 


repeat of undesirable events.  The action manifests as a desire to understand the cause or 


causes of an event that has already happened or nearly so, and then take measures to 


prevent them from happening again.  Examples of this posture include US military services’ 


safety investigations as well as those undertaken by the US National Transportation Safety 


Board (NTSB).  Specific actions implemented as a result of these investigations may 


include, Airworthiness Directives (ADs), safety stand down days or possibly even longer 


intervals, or changes in regulations and policies.   


 


Quadrant III is the intersection of the considered heuristics resulting in an inaction-avoid 


posture.  Clearly the objective of avoiding undesirable outcomes is still present.  The bias 


toward inaction often manifests in the form of minimal action.  An extreme example would 


be the goal of organizational leadership, stated or unstated of; “Nothing bad happened on 


my watch.”  Another perhaps more common example might be the trend of safety events to 


rely on presentation of mishap statistics.  As a society of test pilots, we are clearly in the 


business of data.  However, when mishaps statistics are presented as part of safety events 


one must ask in what context are these data presented?  Were any types of controls applied 


to the data prior to presentation?  Was a hypothesis postulated prior to collection and 


analysis of data?  Were the data used to support or deconstruct a preconceived notion?  Do 


the data support a higher-level organizational decision?  As my colleague Dr. Dan Javorsek 







[henceforth, Animal] observes in his 2015 paper, mishap outcomes and therefore mishap 


statistics are most often viewed from a deterministic perspective and therefore fail to 


consider many other outcomes.  When considered in the context of inaction, presentation 


of mishap statistics is achievable, rarely contentious and not resource intensive.  Another 


example of present in the Inaction-Avoid category would be anonymous hazard reporting, 


or the widely accepted practice of non-attribution identification of unsafe situations or 


behaviors. 


 


Quadrant IV represents the intersection of approaching the good through inaction.  One 


must again consider that these biases are a distribution and not a dichotomy.  A first 


example would be status quo.  So, if through inaction, one maintains the strengths of a high 


performing organization, this becomes a reasonable posture if the conditions are not 


volatile.  In a less mature or proven program or organization the example of inaction-


approach may be “so far, so good.”  The last example is taken from a recent safety event 


during which I was introduced to the concept of acceptable mishap.  Having been distracted 


by the name, a number of the details escaped other than to say that under certain criteria 


an investigation or reporting outside the scope of the test program would not be 


conducted.  This example does not fall neatly within the approach-orientation, but yet 


considering a mishap would have already occurred, it certainly does not fall within the 


avoidance column.  


 


 


 







Tradespace. 


In reality, no one program or organization fits cleanly into any of these categories, so there is a 


benefit to examine the advantages and drawbacks of each to assist in determining with which 


category one wants to align.   


 


The primary advantage of quadrant I is proactive embracing of best practices.  By implementing 


proven methodologies for risk management, overall risk has potential to be reduced.  Obviously, 


this requires understanding and correct implementation of the best practices in order to realize 


their benefits.  Additionally, the approach-action posture requires the appropriate culture to be 


receptive to and effective in active risk mitigation.  Furthermore, the action-approach posture 


requires the absence of complacency.  If benchmark procedures are followed merely as a 


formality rather than with understanding and motivation, then the procedure risks losing its 


effectiveness.  An additional drawback is that processes such as test safety reviews are time and 


resource intensive, albeit varying greatly in scale, when compared with day-to-day operational 


aviation safety programs.  Perhaps the most significant drawback of the action approach posture 


is the unknown of which mishaps may have been prevented.  Of course, this is true of all safety 


programs, however it is most poignant within quadrant I. 


 


The defining strength of the action-avoid posture of quadrant II is creation or implementation of 


measures to prevent the recurrence of previous mishaps.  This is perhaps the most recognizable 


characteristic of safety programs with investigation authority or activity.   


This characteristic is easily identified with loss aversion.  Kahneman, Knetsch and Thaler 


described this in their 1991 paper (one of many scholarly articles on the topic in 1991) as a 







notion the result of which “is that changes that make things worse (losses) loom larger than 


improvements or gains.” Loss aversion dominates the action avoid posture by active measures to 


prevent repeat mishaps.  However, loss aversion often dominates this posture to the degree that 


any potential gains from the mishap flight activity in question are minimally considered.  The 


risk-benefit consideration is largely left to the responsible owner or operator of the aircraft.  


Often mishap investigations efforts consider causal factors to such a degree that the risk 


management component may not be fully understood. 


 


Additionally deterministic mindsets inherent in the action-avoid posture frequently dominate 


treatments of causal factors.  As Animal eloquently presents, “cause and effect relationships that 


look good on paper or in an after-action report often misrepresent the true complexity of real-life 


events with pressures and influences that are difficult, if not impossible, to quantify either before 


or after an event.” (Javorsek, 2015)  Furthermore, embracing a linear, chain or swiss cheese 


model of mishap prevention is negatively reinforced by hindsight bias, described as knowledge 


of the outcome of a situation which colors our interpretation of what happened and why (Novella 


et al, 2018).  This hindsight bias creates a plausibly clear image of contributing factors that may 


in fact, be inaccurate.  This incompleteness or inaccuracy may at best lead to inefficiency, or at 


worst result in a repeat mishap due to mitigating the wrong causal factors. 


Additionally, the avoid posture lends itself to being reactive.  Avoiding the negative in this sense 


requires either a previous mishap or observable avoidance of a mishap.  While prevention of 


future mishaps by avoiding previous circumstances is widely implemented and has prevented a 


great deal of mishaps in the history of aviation, it does often require a triggering event. 


 







Furthermore, the action-avoid posture lends itself to the “have to do something” mentality.  At 


the conclusion of an investigation or root cause analysis, a recommendation or recommendations 


are often perceived as necessary if a causal factor cannot be determined.  In the absence of an 


identified causal factor or factors, an investigating authority may still have the perception of 


needing to make a recommendation to complete the investigation.  The result of an empty 


recommendation may be guidance that at best fails to prevent further mishaps, reduces 


effectiveness of flight operations, diminishes confidence in the investigation or at worst may 


inadvertently reduce safety as a second-order effect of a guidance change which may be 


unrelated or loosely related to the mishap. 


 


The strength of the inaction-avoid posture is that, by the nature of inaction, one also minimizes 


the drawbacks of taking an overly burdensome action or even an incorrect one.  For example, 


excessive regulation stemming from a mishap that may have other unanticipated negative 


consequences that do not manifest until much later in this approach.  Similarly, when unexpected 


consequences do occur, as they often do in aviation in general but particularly in flight test, then 


the crew or test team must rely on experience, judgement and self-preservation for mishap 


prevention.  This further underscores the immense value of experience to build judgement in 


aviation but again particularly in flight test.  The inaction-avoid posture may also negatively 


present in the form of decision paralysis.  In such situations no action is taken because the 


individual or organization in authority cannot determine which action to take and the de facto 


result is inaction.  It is not uncommon to encounter organizations whose approach to a situation 


or challenge may be to “admire the problem” rather than resolving it.  A more conscious 


application of the inaction-avoid posture may be a deliberate rather than de facto decision to 







minimize reaction to a mishap by relying on the likelihood of the mishap conditions not 


repeating.  Colloquially one may refer to this as “lightning does not strike twice.”  It must be 


noted that a deliberate inaction based on probability clearly relies on an accurate understanding 


of the factors that contribute to said probability.  If the understanding is incomplete, a repeat 


mishap may in fact be much more probable than inaction would allow. 


 


The strength of the inaction-approach characterization is that it allows for informal prioritization 


of benefits, mitigations or best practices.  Of course, this is heavily dependent upon the quality of 


the aviator or the test team.  By the nature of a trend toward inaction bias, it would suggest an 


incomplete or minimally implemented positive practice or set of practices.  In many cases less 


than fully implemented measures may disproportionately reduce their desired positive effect.  An 


example of how inaction-approach may often be observed is an individual or organization being 


exposed to a best practice, noting that; “We should do that.”  And then not doing it. 


 


Conclusion 


The reality of individuals’ or organizations’ biases or motivational orientations is that they rarely 


fall neatly within one category or another.  Rather each is a spectrum that expresses itself as a 


matter of degrees.  They also vary temporally and situationally.  Therefore, the result of this 


reflection is not so much for aviators or testers to categorize themselves or each other.  Rather 


this paper is an offering to consider which behavioral characteristics are present on one’s team 


and what the implications of those may be.  This framework offers a way to assess the behavioral 


tendencies within flight test organizations and their impact on safety outcomes. A nuanced 


understanding of action and inaction biases, along with approach and avoidance orientations, can 







enable more effective safety programs. Furthermore, if one’s team desires to move in a specific 


direction, it is beneficial to consider which aspects of human behavior would influence the team 


toward the desired result.   


 


Returning back to Tony Stark, Ironman, his statement of being Avengers not Pre-vengers is a 


clear reflection of his motivation toward an action-avoid approach.  MCU fans will likely note 


that clearly there were a number of unanticipated second-order effects to his aggressive action-


avoid behaviors.  However, his set of challenges, were, out of this world and his choices did 


advance the storyline of the films.  As Stark’s frustrations as an “Avenger” rather than a “Pre-


venger” remind us, an overemphasis on either preventing or responding to events has limitations. 


In aviation, if not in film, a balanced approach is essential for sustainable safety. The character, 


Ironman, himself certainly provided entertainment. 
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As a human factors safety expert, James Reason contributed to a number of training videos. 


Credit: International Federation of Airworthiness 
Some of the most influential concepts in aviation accident prevention started with a spoonful of cat 
food in a teapot. 


One afternoon in the early 1970s, James Reason—then a psychology professor at the University of 
Leicester—was preparing tea. His tea pot, ready for water from the nearby kettle, sat open on the 
counter. 


As the water heated, Reason’s cat appeared and let out a loud howl—the feline’s feed-me signal. 


“I have to confess I was slightly nervous of this cat,” Reason shared in his 2013 book, A Life in Error. 
“His needs tended to get priority.” 


The professor opened a can of cat food, scooped out a spoonful, and dropped into the open tea pot. 


The simple mistake changed Reason’s life. In need of new research topics, the professor shifted his 
focus to studying what he often termed absent-minded errors. More importantly, he was a leader in 
recognizing many mistakes as expected occasional outcomes rather than seeing all errors as 
intentional, deviant acts. 
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Reason outlined this “system approach” to organizational failures—and the roles individuals play—in 
his 1990 book, Human Error. The book introduced a familiar image for illustrating accident risk—
Swiss cheese. 


Reason codified his Swiss Cheese Model in a 2001 paper. 


Reason's Swiss Cheese Model of accident causation was codified in a 2001 paper. The model is used in 
risk analysis and risk management. Credit: Getty Images 
“In an ideal world, each defensive layer would be intact. In reality, however, they are more like slices 
of Swiss cheese, having many holes—though unlike in the cheese, these holes are continually opening, 
shutting, and shifting their location,” Reason wrote. “The presence of holes in any one ‘slice’ does not 
normally cause a bad outcome. Usually, this can happen only when the holes in many layers 
momentarily line up to permit a trajectory of accident opportunity—bringing hazards into damaging 
contact with victims.” 







The slices represent defensive barriers, such as training, documentation, and supervision, that any 
organization managing risk must have. Despite efforts to make each one perfect, all have holes. When 
circumstances bring enough holes into alignment, the collective defense fails—and accidents happen. 


Reason also developed a widely accepted, five-part recipe for an effective safety culture. Among the 
elements: the “just culture” concept that encourages reasonable organizational responses and shared 
accountability responses to inevitable, unintended errors. 


Reason’s 2001 paper on human error modeling appeared in The BMJ, the British Medical 
Association’s peer-reviewed journal—a testament to the breadth of his influence. Reason’s 
contributions to human factors have influenced fields ranging from healthcare to oil and gas 
exploration. 


He was also an early adopter of another emerging aspect of organizational safety: gaining a deeper 
understanding of why processes like routine flights almost always go right, instead of focusing only on 
the relatively few undesirable outcomes. 


James Tootle Reason died Feb. 5 at age 86. Born in Watford, England, he graduated from the 
University of Manchester in 1962 and later spent 24 years there as a tenured professor. The cat-food 
mishap helped teach Reason that understanding real-world fallibility, not the results of some lab-
based experiment or controlled study, was key to reducing organizational errors. 


“We cannot change the human condition,” Reason wrote in his 2001 BMJ piece. “But we can change 
the conditions under which humans work.” 


 
Sean Broderick 
Senior Air Transport & Safety Editor Sean Broderick covers aviation safety, MRO, and the airline 
business from Aviation Week Network's Washington, D.C. office. 
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